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Time Section Presenter
13:30-13:40 Introduction & Motivation Qiang Sheng
13:40-13:55 Preliminaries: Video Editing & Generation Qiang Sheng
13:55-14:10 Characterization of Misinformation Videos Qiang Sheng
14:10-14:50 Detection Part I: Human-Edited Misinformation Yuyan Bu

14:50-15:30 Detection Part Il: Al-Generated Misinformation Tianyun Yang

15:30-16:00 Coffee Break /
16:00-16:40 Prevention Strategies Peng Qi
16:40-17:00 Conclusion & Open Discussion / General QA Qiang Sheng / All

Clarification questions are welcomed during the talk 2
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1. Introduction & Motivation

Background
Effects and Concerns
Goals of Our Tutorial

2. Preliminaries: Video Editing & Generation Qiang Sheng

Overview of Generative Models and Diffusion
Video Generation
Video Editing

Q+A/Discussion
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3. Characterization of Misinformation Videos

Definition
Datasets Overview
Analysis on FakeSV

News Content Qiang Sheng

Social Context
Propagation

Q+A/Discussion
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4. Detection Part I: Human-Edited Misinformation
Signal-based detection
Editing Traces
Generation Traces

Semantic-based detection

Seek clues within the sample’s own content
Seek clues from external information

Intent-based detection
Social context

Clue integration for misinformation video detection
Parallel Integration
Sequential Integration

Q+A/Discussion

Yuyan Bu
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5. Detection Part Ill: Al-Generated Misinformation

Manipulated video detection
Generated video detection Tianyun Yang

Attributing Al-generated Content to the Source Model

Q+A/Discussion
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6. Prevention Strategies
Creation Prevention
Embedding Tamper-proof Digital Identifier
Mitigating Hallucination in Content Generation
Spread Prevention
Alert, Verification, and Resilience Building
Controlling the Spread of Misinformation

Promoting Truth and Debunking

Peng Qi
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7. Conclusion & Open Discussion o

plus General Q+A Y Qiang Sheng
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Introduction & Motivation

Section 1
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1. Introduction & Motivation

[ Background ]

Effects and Concerns

Goals of Our Tutorial

11
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IVideo has been a popular form of news consumption

Dublin, Ireland 27-31.10.2025

Short video-sharing platforms like TikTok and others
has been important access to get daily news for users.

More than half of U.S. adult TikTok users get news there, up from 22% in 2020

% of each social media site’s users who regularly get news there
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Longitudinal Comparison Horizontal Comparison

US adults that get news from Short video platforms surpass WeChat

TikTok 2020-2025: 22% -> 55% and Weibo, becoming the main access
for Chinese netizens.

Pew Research Center. 1 in 5 Americans now regularly get news on TikTok, up sharply from 2020. 12
CNNIC. Survey on the Current Status of News Access Channels for Chinese Netizens. (in Chinese)
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I Meanwhile, video generation techniques has rapid progress

Trend #1: More general.
Video generation is not only face-swapping.

Before Recent
Face swapping, editing, Reenactment General video generation guided by text/image prompts
DeepFacelLab [4 OpenAIl
pFaceLab [ RielosNelol G op nALLY 2 KLITIG

Source Target Result

https://arxiv.org/abs/2312.10843 13
https://openai.com/index/sora-2/
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I Meanwhile, video generation techniques has rapid progress

Trend #2: More vivid.
Video generation can be of high resolution with details.

~60s, multiple shots Large view
physical details (though imperfect) Dynamic shot

Source: Sora examples 14
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1. Introduction & Motivation

Background

[ Effects and Concerns ]

Goals of Our Tutorial

15
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IAIong with such a progress, video misinfo is easier to make i

Misinformation was delivered as text-only, or image-included posts.
Now, producing misinformation videos are easier than before.

© Fact Check

Trump has been disqualified from
receiving Nobel Prize? Here's the truth

An image supposedly showing a press release by The Associated Press
spread the rumor.

& Only In America!
<ii.)

BREAKING NEWS: Nobel Prize committee announces that

has been permanently disqualified from all future
awards due to his renaming US Defense Dept "Department of War”"

Fake Text

Trump is disqualified from Nobels?

AP FACT CHECK
AI-GENERATED CLIP

Al-generated images of Trump being =< -
arrested circulate on social media

THIS Al-GENERATED CLIP ADDS
=4 2R )4

Fake Image Fake Video
Trump was arrested? Trump fought with Zelensky?
(Using Generative Al) (Using Generative Al)

https://www.snopes.com/fact-check/trump-nobel-prize-disqualified/
https://apnews.com/article/fact-check-trump-NYPD-stormy-daniels-539393517762 16

https://www.youtube.com/watch?v=2wqWnoMg1dU
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Surveys and predictions show deep concerns regarding Al misinfo

2025 Edition

World Economic Forum, Global Risks Report:

Misinformation and disinformation is the TOP1 two-

year risk and TOP1 ten-year technical risk

AEM Erosion of human rights and/or civic freedoms

State of Al 2025 Report make a prediction:
STATE OF Al REPORT.

October 9, 2025 A deepfake/agent-driven cyber attack triggers the

Nathan Benaich
AIR STREET CAPITAL.

first NATO/UN emergency debate on Al security.

stateof.ai

https://www.weforum.org/publications/global-risks-report-2025/
https://www.stateof.ai/ 17
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I The Worrying Trend: Al Video Faking is Industrialized i
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Surveys and predictions show deep concerns regarding Al misinfo

/=N

|

: | » Disinformation is now a sophisticated, organized

WII business with its own supply chain.

g » Generative Al accelerates the creation and spread
of convincing fake content, manipulating narratives
and exploiting biases at scale.

https://www.gartner.com/en/publications/world-without-truth 18



IThe Worrying Trend: Al Video Faking is Industrialized l“n

With the support of recent Al techniques, misinformation video
faking can be with a larger scale with lower cost

T -
|

A Real-World Case
Reported by China Central TV

A team at Zhejiang published 28.5k
misinformation videos by cutting &

editing video clips, attracting 2.7 billion
views

https://news.cctv.com/2024/10/26/ARTI4Z25aSYiedOEFnykpVTmX241026.shtml (in Chinese) 19
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I For Human: We might be more vulnerable to video misinfo

Journal of Computer-Mediated Communication

Seeing Is Believing: Is Video Modality More
Powerful in Spreading Fake News via Online
Messaging Apps?

S. Shyam Sundar ® ', Maria D. Molina ® 2, & Eugene Cho®

"Media Effects Research Laboratory, Penn State University, University Park, PA 16802, USA
Department of Advertising and Public Relations, Michigan State University, East Lansing, MI 48824, USA
3Department of Communication Studies, The College of New Jersey, Ewing, NJ 08628, USA

... Itiis clear from our findings that video is causing individuals
to perceive fake news as more credible than audio and text,
and increases the likelihood of them spreading it. ...

As Good as a Coin Toss

Human Detection of AI-Generated Images, Video, Audio, and Audiovisual Stimuli

DI COOKE, Department of War Studies, King’s College London, London, UK

ABIGAIL EDWARDS, Center for Strategic and International Studies, Washington D.C. USA
SOPHIA BARKOFF, Center for Strategic and International Studies, Washington D.C. USA
KATHYRN KELLY, Center for Strategic and International Studies, Washington D.C. USA

We find that on average, people struggled to distinguish
between synthetic and authentic media, with the mean
detection performance close to a chance level performance of
50%. We also find that accuracy rates worsen when the stimuli

contain any degree of synthetic content, features foreign
languages, and the media type is a single modality.

Fake news with videos
is more convincing for human
and easier to spread

The synthetic media is hard to
distinguish for ordinary people

Seeing is believing: Is Video Modality More Powerful in Spreading Fake News via Online Messaging Apps?
As Good As A Coin Toss: Human detection of Al-generated images, videos, audio, and audiovisual stimuli




I For Detectors: New challenges posed by misinfo videos
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High information heterogeneity brought by various modalities

® Requires a stronger and more comprehensive understandability
® Brings more uncertainty and even noise to the final prediction

Blurred distinction between misleading video manipulation and
non-malicious artistic video editing

® Artistic editing like beautifying faces is general, making it hard to see the
malicious manipulation traces.

New patterns of misinformation propagation due to the dominant role
of recommendation systems on online video platforms

® Less social contexts then before on Twitter/Weibo. Brings new behaviors.
® Requires new detection and prevention methods.

Combating Online Misinformation Videos: Characterization, Detection, and Future Directions

21
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1. Introduction & Motivation
Background

Effects and Concerns

[ Goals of Our Tutorial ]

22




I Goals of this Tutorial

Key Question

How to Characterize, Detect, and Prevent Misinformation Videos?

Survey Range
Covers typical or new works in this direction in recent five years

Best for

Audience that have knowledge about Al safety/multimedia content
safety or is interested in combating misinformation issues

23
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Video Editing & Generation

Section 2
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I Tutorial Outline

2. Preliminaries: Video Editing & Generation

[ Overview of Generative Models and Diffusion ]

Video Generation
Video Editing

Q+A/Discussion

25
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I Generative Models
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I Image Diffusion Model
Forward SDE (data — noise)
dx = f(x, t)dt + g(t dw—)@
| : score function
dx:mx,t)_gmmg « —(x(0)

Reverse SDE (noise — data)

Basic Idea: Learning to add/remove noise
Generate an image as building a house.
To learn it, separate the sample house, know each step, and then try to rebuild it

Too expensive to use in reality
If we want a 10241024 image, we need to input a 1024*1024 noise

image, requiring high computation overhead. 57



I Latent Diffusion Model
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* Use VQVAE to transform into latent space
» A U-Net based diffusion model
« Controlled by cross-attention condition

T

28
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2. Preliminaries: Video Editing & Generation

Overview of Generative Models and Diffusion

Video Generation

Video Editing

Q+A/Discussion

29
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I From Image Generation to Video Generation
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Image Generation (2022-) Video Generation (2023-)
Stable Diffusion, Dalle3... Stable Video Diffusion, Sora...

How to extend the usage of diffusion models to video? 30
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I Video Diffusion Models (VDM)
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Build VDM Arch. High-Impact VDM Sora...
Make-A-video  Align-your-latent SVD
(Meta,2022)  (NVIDIA, 2023) (2023) SIOTE.---

Focuses: High-quality, Controllable, and Arbitrary Length

31
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I Make-A-Video (Meta, 2022)
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Spatiotemporal Decoder Spatiotemporal Spatial
Super-Resolution Super-Resolution

Frame Interpolation

Extend Text-to-Image Model to 3D Model
o 2D Conv -> Pseudo 3D Conv

o Spatial attention -> Pseudo 3D attention
e Frame Interpolation

Figure 2: Make-A-Video high-level architecture. Given input text  translated by the prior P into
an image embedding, and a desired frame rate fps, the decoder D' generates 16 64 x 64 frames,

O U SI ng maS k pred |Ct|0n which are then interpolated to a higher frame rate by 1Tr, and increased in resolution to 256 x 256

by SR} and 768 x 768 by SRy, resulting in a high-spatiotemporal-resolution generated video .

Spatial Super-Resolution

Issue:

o Low quality (a few seconds, 256*256, blurs)

Figure 3: The architecture and initialization scheme of the Pseudo-3D convolutional and at-
tention layers, enabling the seamless transition of a pre-trained Text-to-Image model to the
temporal dimension. (left) Each spatial 2D conv layer is followed by a temporal 1D conv layer.
The temporal conv layer is initialized with an identity function. (right) Temporal attention layers are
applied following the spatial attention layers by initializing the temporal projection to zero, resulting
in an identity function of the temporal attention blocks.

Make-A-Video: Text-to-Video Generation without Text-Video Data 32
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I VideoLDM (NVIDIA, 2023)

e Practice latent VDM paradigm Align your Latents:
] ) High-Resolution Video Synthesis with Latent Diffusion Models
e Can generated 2k resolution videos

Andreas Blattmann' ™' Robin Rombach' ** Huan Ling>** Tim Dockhorn®33

e Long video generation: Keyframe + Mask Prediction Seung Wook Kim®  Sanja Fidle®™  Karsten Kreis?

'LMU Munich  ®NVIDIA  *Vector Institute ~ “University of Toronto >University of Waterloo

Proioct naaos hitmnes / /vacaarah nuidia ~am/lahe /faranta—ai /TViAanTNM/

1 - C,
Encoder m Decoder g.ldef) At ¥ SPati:l layer
i1scriminato: 1| Generate Latent
e BTxCxHxW s ”
e VA e R ey Frames x
. [/ | (optionally includin ooe e
3 I i ptionally g Shared
! prediction model) )
. 2. Latent Frame .

All Parameters

- Interpolation I Shared
Latent embedding distribution e (f A
modeled with Diffusion Model 1 °” spatiallayer >

Zitl 3. Latent Frame

(can be conditioned on text, etc.) m ‘ r ?‘
~ .

spatial layer Interpolation IT

i ; 4. Decode to %

z€ ]RB-TxC'xH’xW' 2 Pixel-Space e
a0 __
spatial layer W
[ SOV 5. Apply Video
Generative Denoising Process Lo\ Upsampler
(shown here for individual frames, see
Fig. 2 for video fine-tuning)
: Generate Keyframes ->
Video-level Text-to-Image ->

Latent Frame Interpolation->

VQ-VAE training Text-to-Video Video Upsampling

33

Align your Latents: High-Resolution Video Synthesis with Latent Diffusion Models
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I Stable Video Diffusion (Stability Al, 2023)
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e Based on VideoLDM architecture Stable Video Diffusion: Scaling Latent Video Diffusion Models to Large Datasets

° Better data Cleaning for h|g h_qua“ty Video data Andrézl.s Bllétlmann* ‘T‘im Dockhorn® Sum‘ilh Ku]a.]* Daniel Meqde]evilch .
Maciej Kilian ~ Dominik Lorenz ~~ YamLevi ~ Zion English ~ Vikram Voleti
: : . : : ) AdamLetts ~ VarunJampani  Robin Rombact
o With a useful video data processing pipeline: e Bl SEDASER
ability Al

o Cut detection for video-cutting
o Use CLIP/BLIP to obtain captions

o Filter out static data based on optical flow
e High-quality video data -> High generation quality

exploding cheese house”

ing a purple robe walking through a fantasy landscape”

@Jﬁ!’*’*"l% &

FE e 1. Slbl\d l)ff |l Top: Text-to-Video generation. Middle: (Text-to-)Image-to-Video generation. Bortom: Multi-
S 12

34
Stable Video Diffusion: Scaling Latent Video Diffusion Models to Large Datasets
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Sora (OpenAl, 2024)
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e Breakthrough Achievements

Research
o 4K resolution Video generation models as world simulators

Hiah ial . We explore large-scale training of generative models on video data. Specifically, we train
© Ign S patl al consisten Cy text-conditional diffusion models jointly on videos and images of variable durations,

resolutions and aspect ratios. We leverage a transformer architecture that operates on

o Diverse scenes with multi pIe shots spacetime patches of video and image latent codes. Our largest model, Sora, is capable of
generating a minute of high fidelity video. Our results suggest that scaling video
o Lon ger video (60 S) generation models is a promising path towards building general purpose simulators of the

physical world.

e Quality issues ->
Commonsense/Physical violation

issues

Video generation models as world simulators
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I Sora (OpenAl, 2024) nm
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e Coraldea: Turning visual data of all types into a unified representation that
enables large-scale training of generative models

Turning visual data into patches

\
: ||.
\mm \
1l ||'

—

\
W

Video compression network — Video VQ-VAE
Spatiotemporal latent patches — tokenization, arbitrary length and resolution
Scaling transformers for video generation

o Based diffusion transformer architecture (DiT)
o Support

36

Video generation models as world simulators



Diffusion-Based Video Editing
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Similar to Video Generation

* Diffusion
o Consider controllable signals more @_.

e Text-base conditioning N

e Point Conditioning e Training

o DragDiffusion, DragVideo...

..............................

e Pose Conditioning

control
conditions

o Follow-Your-Pose...

Inference

control
conditions

external
features

Diffusion Model-Based Video Editing: A Survey

37
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3. Characterization of Misinformation Videos

[ Definition ]

Datasets Overview
Analysis on FakeSV
Signal Level
Semantics Level

Intent Level

Q+A/Discussion

39
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I Definition & Taxonomy i
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* Misinformation Video
> A video post that conveys false, inaccurate, or misleading information.

« Misinformation Video Detection
» Predict whether the video post «+ contains misinformation given all the & ccessible

features
F : 86— {0,1}
; ;:::;;::;;:t(:nmgof;;:ikki ji Explanation: The title suggests that )
Democrats are voting for Nikki Haley,
» For some recent works, the output also R ich s mistcin.Th auioand
. , Iy - video summaries indicate that the
contains a natural language text beyond — [PERSEEEEEERSENE ik sdnouedging Halevs

capabilities, still prefers Biden and
expresses uncertainty about
supporting Haley. This suggests that
the title exaggerates the level of
Democratic support for Haley.

the binary classification labels to provide
human-understandable explanations.

- 4

Combating Online Misinformation Videos: Characterization, Detection, and Future Directions 40
Multimodal Fake News Video Explanation: Dataset, Analysis and Evaluation
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I Definition

Microchipped my the government
from the Covid vaccine!
#covid #vaccine Text

Category Fileds

Content video, cover image, title, published time

Response # of likes/stars/comments, top 100 comments
(with reviewed time, # of likes and # of sub-

Username
Additional Name
114 Following 644 Followers 17.5K Likes

:;(:: : Soc.ial Context comments)
(Publisher Profil9|  publisher  info_verified, info_introduction, current IP loca-
mci:r‘g‘c’hvig‘:jgfn . @ Engaged User tion, # o‘f fans/§ubscribes/likes/videos and top
governmentyy not true!!! its been proven false!!! 100 pUthhed videos’ covers

o TikTok

2021522 Q6

Social Context
View more replies (5)  (User Response)

Audio

Combating Online Misinformation Videos: Characterization, Detection, and Future Directions 41
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3. Characterization of Misinformation Videos

Definition

[ Datasets Overview ]

Analysis on FakeSV
News Content
Social Context
Propagation

Q+A/Discussion

42
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Datasets Overview
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Real-world data:

Table 1: Summary of datasets of fake news video detection. Metadata refers to basic statistics such as # of likes/stars/comments.
“-” represents open-domain. Names of sources are abbreviated for simplicity (YT: YouTube, TW: Twitter, FB: Facebook, TT:
TikTok, BB: Bilibili, DY: Douyin, KS: Kuaishou).

Features

Dataset Instances Domain Language  Released Source
Video Title Metadata Comment User (fake/real)

(Papadopoulou et al. 2018) v ve v v 2,916/2,090 - En,Fr,Ru,Ge,Ar Y YT, TW,FB
(Palod et al. 2019) v v v v 123/423 - En Y DA
(Hou et al. 2019) v v 118/132 prostate cancer En N YT
(Medina et al. 2020) v v v 113/67 COVID-19 En N YT
(Choi and Ko 2021) v v v 902/903 - En N YT
(Shang et al. 2021) v v 226/665 COVID-19 En N TT
(Li et al. 2022) v v 210/490 health Ch N BB
FakeSV v v v v v 1,827/1,827 - Ch Y DY, KS
FakeTT v v v 1,172/819 - En Y TT

» FakeSV and FakeTT follows highly-similar Dataset  TimeRange  AvgDuration(s) #Fake #Real #All
data curation and annotation pipelines FakeSV  2017/10-2022/02 39.88 1,810 1,814 3,624
> Widely_used in existing Works FakeTT 2019/05-2024/03 47.69 1,172 819 1,991

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms 4 3
FakingRecipe: Detecting Fake News on Short Video Platforms from the Perspective of Creative Process
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Examples from FakeSV

g AT
HRR S

\

Lo’

i‘l | " ! l.‘
it
Different Scenes | i

Description: In Qinzhou, Guangxi, the Description: #Shaanxi Shangluo residents
wife was brutally beaten in the street for transport anti-epidemic supplies with mules:
SEEIEAR refusing to pay off her husband's gambling : A publicity stunt or full of sincerity?
oy e debts...What a heinous act! 1 #TopVQuickComment
Robbers take hostage. Police On-screen Text: A man demands money On-screen Text: Shaanxi Shangluo locals

are waitii@iforreinlorcements. | from his wife to pay off gambling debts. use mules to deliver pandemic supplies:
seeking attention or full of compassion?

: — Upon refusal, he assaults her, dragging
Title: Emergency by West Lake in | 514 then body-slamming her on the road. 1 Someone question the efficiency. That’s a
Hangzhou this morning, waiting

a A " Family violence again! Urgent need for 1 mutual aid from all sides in times of trouble.
for reinforcements! #special police | . . 1 .
intervention! 3 Truly Touching.

foer, MmEEFE—n  toerE,

BAR S IEITHIRIEE, 38NHE #
TSN T T RS T
Qi i, & P, 55 !

Title: How did this 3.8 kg gold nuggets get taken
out by this Chinese lad? Let's take a look!

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms 44
FakingRecipe: Detecting Fake News on Short Video Platforms from the Perspective of Creative Process
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Real-world data (cont’d):

>
>

FakeSV and FakeTT only provide binary classification labels
The recent dataset considers natural language explanations

#rondesantis #Republicans

1
: And he is so proud saying so
1
1

(DFakeVE

» 2,672 samples based on
FakeTT and FMNV

Four types of explanations

FLORIDA _wssiai

THE EDUCATION STATE <
’

GPT-4: The title implies a strong emotional
response to Governor Scott's actions, but the
audio summary presents a more nuanced
argument regarding DEI programs. The claim
that DEI leads to discrimination is a subjective
interpretation that lacks empirical evidence,
suggesting the title exaggerates the situation.

Annotators: The title implies a negative
sentiment towards Governor Ron DeSantis
without context. The audio and video summaries
clarify that the bill he proposed aims to end DEI
programs, framing it as a move towards individual
treatment rather than group identity. This
suggests that the portrayal in the title may be
misleading.

(2) CD

lllegal organ harvesting and largest
skin bank in Israel.

GPT-4: The video summary claims that over 398
Palestinian bodies are held in refrigerators as a
form of collective punishment, which is a highly
exaggerated assertion. Such a specific number
lacks independent verification and could be a
epr ion of the situation, as it is not

corroborated by credible sources.

Annotators: The video claims that bodies of
deceased Palestinians are kept in refrigerators as
a form of collective punishment. However, this
assertion lacks credible evidence and is not
supported by verified reports. The focus on
psychological torture and inhumane treatment is
exaggerated, as the context of the ongoing
conflict is complex and often misrepresented.

ST

]
: Things | learned on Tik Tok - the right H
I way to put a garbage bag in I

» Contextual Dishonesty
« Splice Tampering

» Synthetic Voiceover

» Contrived Absurdity

Multimodal Fake News Video Explanation: Dataset, Analysis and Evaluation

GPT-4: The title suggests a comprehensive
learning experience from TikTok, but the video
merely presents a single tip about garbage bags.
This oversimplification misleads viewers into
thinking the content is more informative than it
actually is, exaggerating the educational value
of TikTok.

Annotators: The audio summary incorrectly
emphasizes the importance of flipping the
garbage bag inside out to prevent suction.
However, the video shows a woman discussing a
TikTok tip without any mention of this method,
focusing instead on general kitchen tasks. This
discrepancy suggests that the audio may not
accurately reflect the video's content.

1
Can you beat this bowling robot? #yp |
#bowling #ai #robot

GPT-4: The video claims that the bowling robot
guarantees strikes, but this is misleading. While
the robot may perform well in controlled
conditions, it does not account for variables like
lane conditions or human error, which can
affect performance in real-life scenarios.

Annotators: The claim that a bowling robot can
guarantee strikes is misleading. Bowling is
inherently a skill-based sport influenced by
numerous factors such as ball weight, lane
conditions, and player technique. The video
showcases the robot performing well, but it
does not account for the variability in real-
world bowling.
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I Datasets Overview

Real-world data (cont’d):

» FakeSV and FakeTT only provide binary classification labels
» The recent dataset considers natural language explanations

@ Claim P& Label
TRU E A video shows an F-18 Super Hornet breaking the N_SE
sound barrier and creating a sonic boom. F
8¢ Video Content £ Video Information

Video | F18 Super Hornet - Jones
Headline | Beach AirShow ...

Video | 25 May. | Platform [/
Date | 2009 Tuhe

> 1,097+1,828 samples from Snopes.com
» Two types of rationales:

Video | ... not to exceed the
Transcript | speed of sound ...

Original Rationale

main rationale | ... the air show pilots didn't break the sound barrier.

s Orlg I nal ratlonale by h U ma n additional rationale 1 | ... evidence of the plane going supersonic, it's not.
* S u m m a ry ratl O n aIeS by L L M S synthesized rationalet%*itfj:;n:::r:ilk?::ls::nzl Earrier as confirmed ...

detailed reason 1 | ... F-18 did not exceed the speed of sound ...
detailed reason 2 | ... cone is explained to be a natural phenomenon ...
detailed reason 3 | ... regulations banning supersonic flight over land ...
detailed reason 4 | ... sonic booms causing widespread damage ...

Evidences

evidencel ] The vapour cones are created by a shockwave that is ......

Ploneerlpg Explainable Video Fact-Checking with a New Dataset and Multi- Figure 1: A sample in the proposed TRUE Dataset. It in-

role Multimodal Model Approach cludes the claim, video, and video background information.
Besides, three types of annotations are provided: 1) label, 2)
evidences, and 3) original and summary rationales.
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Real-world data (cont’d):

» FakeSV and FakeTT only provide binary classification labels
» The recent dataset considers natural language explanations

(3®)GroundLie360

ED Yes. Vaccines do harm people. By the way, so I just found out
= something when I was on lunch, and I wanted to show it to you. ...
False Speech
& Ukraine prepares child soldiers, as young as 12 years old.

Cc6I Frames

scene 1 transition scene 2

| Contradictory Con‘ren‘r
Temporal Edit

N (2 Baby owls sleep face down because their heads are too heavy.
In case you missed it, NATO soldiers now in Ukraine. 4

False Title Ur

ported Content

Figure 1: Overview of the GROUNDLIE360 Dataset. Our multi-modal benchmark contains 2,000+ fact-checked videos with fake type and
grounding annotations. Fake types include: (1) False Title/False Speech - video title or spoken content containing demonstrably false claims;
(2) Temporal Edit - videos altered to distort event chronologies or fabricate deceptive narratives; (3 ) CGI digitally manipulated or generated
synthetic media; (4) Contradictory Content - text-video semantic mismatches; and (5) Unsupported Content - headlines lacking evidentiary
support in video content. The dataset offers a unified benchmark for fake content c1a551ﬁcat10n and locallzatlon

A New Dataset and Benchmark for Grounding Multimodal Misinformation
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Synthesized data

» Starting from the real news samples, these datasets modify the semantic descriptions to
construct fake news samples
» Of larger scale then real-world ones due to the continence of (M)LLM-assisted data generation

(DFakeVV

» 100k samples from 2006 to 2025
» Substitute with representation-similar entities based on the retrieved results
> Input Top3 samples to GPT-40 for generation

@\ Data Collection Datq Filﬁering ) S <~ Data Processing ﬂF Mlsmformatlon Data Construction
« 120,000 raw data & Retain high-quality | 19 Desianed Designed ( Forged News))
- les O g Vldeo news —_—— P t
Sources: news samp Nows T Prompt - r‘ﬁ“p Four types of
Filterin r ews Title, News Title tit laci
_— iltering target: Visual Entity ’ N <domain — entity rep ac.u.lg
uvouTUbe NEWS w Noise Information => ew Retrieve | + |=> == Interpretability
The * Duplicate data A’ | : Vdeo Caption Top k Slmlla GPT-4o « Fake entity
. G . e GPT-4 .
Guardian Video length within 5 minutes Video Frames 0 News B2 tabaseLNﬂNS—T 'tlis Forged type

FACT-R1: Towards Explainable Video Misinformation Detection with Deep Reasoning
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Synthesized data

» Starting from the real news samples, these datasets modify the semantic descriptions to
construct fake news samples
» Of larger scale then real-world ones due to the continence of (M)LLM-assisted data generation

(@ Official-NV

» Use 5000 news samples from authoritative sources
» Modify the text description by four strategies

Original Text Modificated Text

China’s booming tea industry imbued with new momentum China’s tea industry surges forward with rejuvenated vitality (TT)

The stunning many-coloured landscapes of Xinjiang The stunning many-coloured landscapes of Anhui (FT in position)

Palestinian death toll from Israeli attacks in Gaza, West Bank nears  Palestinian death toll from Israeli attacks in Gaza, West Bank more than

20,000 30,000 (FT in quantity)

China seeks to build world’s largest national park system China aims to dismantle extensive national park network (FT in action)

Ready... set... GO! This cat sure knows how to win a sprint race Rea(:)y... s)et... GO! This dog sure knows how to win a sprint race (FT
in object

Official-NV: An LLM-Generated News Video Dataset for Multimodal Fake News Detection
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3. Characterization of Misinformation Videos
Definition

Datasets Overview

[ Analysis on FakeSV ]

News Content
Social Context
Propagation

Q+A/Discussion
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» Take FakeSV as an example. This part shows the statistical difference between real and fake
news videos.

1. News Content -> Text Length
Fake news videos have shorter and more empty titles, providing less information compared with real news.

Real

0.081 Fake

0.06 -
>
=
(V)]
[
U 0.04
()

0.02 -

0.00 1 . . . .

0 50 100 150 200
Title Length
51

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms
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» Take FakeSV as an example. This part shows the statistical difference between real and fake
news videos.

1. News Content -> Text Length

For on-screen texts extracted by OCR tools, fake and real news videos show similar distribution, with real

news videos more likely to have longer on-screen texts, showing its informativeness.

OCR Length-Count Distribution - Comparision
0.006 Real
Fake

0.005

0.004

0.003

Density

0.002

0.001

0.000 0 1000 2000 3000 4000 5000 6000

OCR Length

52

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms
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1. News Content -> Emotion and Words

» Fake news titles emphasize the word “video” much, prefer emotional and spoken words, and cover
diverse topics. Real news videos use more journalese and focus more on accidents and disasters.

> Based on Affective Lexicon Ontology, we find that fake news titles show more like while real news
tittes show more disgust.

) 0.25
agevirus faar']nilmlaﬁ rescue name
motherland man shock On S lt? person
i l ti ; i India
tOO 130 ation™irplane child ng)tulrfy Land mldd l z ej 1ang ln\/estlgatlon % 0.01 0.07 0.07 0.03 0.20
s : exp1051on £
oo flremen
'5‘ =
Q day g anecdote n t
g o' moment anghal safety 0.15
fl Cvmeo emer ency
[ 2] ‘E O lce traffic police
monthh}%lrjrr;ble%;o % dc[rl]la?se 'f:l r‘eworks Trump c - 0.10
o | | e—
_C ed 50 ®
Vuffer & @ CO % D_. L(I‘rrgle\aetr 8 B g ’ & 0.02 0.05 0.08 0.22 0.02
lv : o § , -0.05
woman middle friend this isa 5 injuried -
I 1 I 1
(a) Fake (b) Real Joy Like  Anger Sadness Fear Disgust Surprise

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms 53
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1. News Content -> Video

> By employing NIQE on video frames to indirectly measure video quality, we see that fake news
videos have lower quality than real news and contain videos with particularly poor quality

» This is because the materials are often from unprofessional devices or simply old. Al-generated ones
may go to another end: It might be too clear to be unrealistic

50+ | t-test ind p < 1e-5 |
X
5 40
L £ Lower values mean high lit
O 30 X gh quality
=
o
> 20F
<
10}
%
Fake Real

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms 54
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1. News Content -> Audio

» We analyze the speech emotion by the pre-trained wav2vec model
> Speech in fake news videos shows more obvious emotional preferences than real news

0.6 1 o Fake

B Real
0.5 1

0.4 1

0.3 1

Density

0.2 -

0.1 1

0.0 -
Sad Neutral Happy

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms 55
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2. Social Context-> Publisher Profiles

» The distribution is similar to what have been found on conventional social media like Weibo.

» Most publishers of real news are verified accounts while most fake news publishers are not

» Fake news publishers have more “consuming” behaviors (subscribes) and less “creating”
behaviors (published videos, received likes, and fans) than real news publishers

# Subscribe
16% Real
# Videos s # Fans
83% Verified Institution
° Verified Person p— ;akcle
1% Not Verified # Received Likes
(a) Authority (b) Statistics

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms 56
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2. Social Context-> User Responses
» Real news videos receive more likes than fake news, which is intuitive considering that real news
publishers have more followers.

» However, fake news videos receive more likes than real news when their publishers have a similar
number of followers, which illustrates that fake news videos are more attractive than real news

t-test ind p =< 1le-5
r 1

o N ™

v

iy
# Fans (log 10)

N
o B N W b

Fake
- Real

o

Fake Real ° ' ® 4 Likes (log 140) ° °
(a) Number of likes (b) Relationship between the
number of publisher fans and
likes.

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms 57
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3. Propagation-> Temporal Distribution

» Fake news that has been previously debunked can still spread
> For 434 events with debunking videos, 39% of them have fake news videos emerged after the
debunking videos were posted, especially the current or long-standing hot event

I\ﬂ_cgaautumn WeChat red envelopes have viruses.

21:00
 18:00-
5
O 15:004
I
12:00 1 Debunk
9:00 Fake
6:00 —
&1 o 6 ﬁl &> \} 63 &><ﬁ A
%%qqggoqoox«,x\,
PNAENAEINPINGPINGPIMGIN MNPV g

Do 0Child bitten by cats/dogs barks like a dog.

21:00 4
o 18:00 A
>
O 15:00 A
I
12:00 Debunk
9:00 1 Fake
6:00

%\"\’q 'ng‘)q %9'\}00’)’0 ‘) %0 1'\«06\0%'\\:\/
B e R

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms 58
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3. Propagation-> Video duplication

» With the convenience of video editing functions provided by these platforms, people tend to edit and re-
upload the videos, usually with no mention of the source.
» Using pHash on the video covers, we find that fake news videos have higher repetition while real

news videos are more diverse. This is due to the fact that real events will receive various images/videos
from different withesses and sources.

4% 4%

6% Real

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms 59
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l Tutorial Outline

Detection Part I: Human-Edited Misinformation

[ Signal-based detection ]

Editing Traces
Generation Traces
Semantic-based detection
Seek clues within the sample’s own content
Seek clues from external information
Intent-based detection
Social context

Clue integration for misinformation video detection

Parallel Integration

Sequential Integration

Q+A/Discussion
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I Signal-based detection

Misinformation videos often contain manipulated or generated video and audio content in
which the forgery procedure often leads to traces in underlying digital signals.

Editing Generation
Alterations on existing data of Directly generate complete vivid videos
video and audio modality with forged human faces or voices

Omission [/ Spliced 7

BlazeTV & v
@BlazeTV
unri ni
~ .@conservmillen grills congressional hopeful and progressive “it .
Thi s low @SarFisien reackd o ikden kg her o girl” @0casio2018 on her socialist agenda and knowledge of Deepfake # Meg Kelly
support the #GreenNewDeal resolution -- with smugness + i i
skl government.., or lack thereof. Pinscreen, Inc Washington Post Fact Checker

|7#

> ) 4

Cases come from https://youtu.be/RVFANMAO7Sc
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Active detection Pre-embed and extract digital watermarks for detection

Frames

1
- :
watermarking
&% Attacked watermarked
Original Frames

Frames

Watermarked video—p T Attacked Robustness

/ Applying attacks Watermarked video W N
Original video - Illll |'l | |I | ll II g /
R N o

watermarking

Attacked watermarked

g : Audio
Original Audio p—

v
Fake Decision

Frames Features Embedding
extraction

Features
extraction

l Video H Demultiplexing

Multiplexing Watermarked
Embedding ) Video

R2

Generally provide quicker responses and more accurate judgments,
but suffers from coverage gaps.

If R1=fake
or R2=fake

Tarhouni, Nesrine, et al. "Fake COVID-19 videos detector based on frames and audio watermarking.“ Multimedia Systems 2023 63
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Editing Traces
Use the characteristics of the digital video itself for detection

Generally provide broader applicability, but suffer
from lower reliability under distribution shifts..

Passive detection

Categorization of Passive Forgery

/[ Contourlet Coefficients and Gradient Information ]
/

/

Detection Techniques
l y
Compression Noise Motion Statistical Machine \ )
Artifacts Artifacts Features Features Learning
Based Based Based Based Based \ [/
Techniques Techniques Techniques Techniques Techniques ) [/
[/ / Spatio-Temporal Artifacts
1/
”j’/r /
Compression ’/’//' /{ Scale Invariant Feature Transform ]
P, Motion Features W/
Artifacts //
I /l Histogram Comparison
1 l l 1 1 1 1 1 " Statistical .
Binary Features |- Featu | DCT Coefficients
Double Wavelet Variation of Optical Flow Motion Vector Motion SRR
GOP Analysis Prediction Motion Residual 3 < Compensated P
Compression Coefficents Footprint Coefficients Pyramid Edge Artifacts 5 Exponential-Fourier Moments
Noise Artifacts
[ Block-wise Brightness Variance Descriptor
(o)

!

!

Photo Response
Non-Uniformity

Noise Residue

Noise

Noise

Pattern Noise

Shelke et,al. "A comprehensive survey on passive techniques for digital video forgery detection." Multimedia Tools and Applications 2021.

64



Generation traces

ACM multimedia

Dublin, Ireland 27-31.10.2025

Mining spatial-temporal and spectral-prosodic traces from video and audio for detection

Source x Target X¢ Facial Reenactment Face Replacement

m - ‘q . é& - =
®: Always
O: Sometimes
TransfeGrs Mourh Expressmn Pose Comp/ere Transfer ~ Swap
aze o
Mouth O L
L]

o
sssssss ° .
. .

Face Synthesis

Beaty Ethnicity

Fig 1. Visual deepfakes examples.

Hair Atrticle Age

-~ () - - Q)
Speaker B ses k 5
Text @ spea @ speaker A @ speaker B °® p Happy) e sad]
(@) (b) (©
N, & .’.
L= < 2 »
= -7 ~
Speaker A Speaker A
° otice) ® (‘;lrpurl) @ soeaker A @ speaker A

Fig 2. Deepfake audio types.

> Deepfake Video Detection Clues:

Boundary artifacts between fake face & background
Inconsistent lighting, warping, background
Generator or sensor “fingerprints”

Unrealistic motion or emotion patterns

Missing biological signals

Temporal inconsistency

Deep features learned from end-to-end models

Short-term spectral features
Phase / group-delay features
Long-term spectral features
Prosodic features

intrinsic (a)synchronization between video and
audio frames

Mirsky, Yisroel, and Wenke Lee. "The creation and detection of deepfakes: A survey." ACM CSUR 2021.

Yi, Jiangyan, et al. "Audio deepfake detection: A survey." arXiv 2023.
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l Tutorial Outline

Detection Part I: Human-Edited Misinformation

Signal-based detection
Editing Traces

Generation Traces

[Semantic—based detection ]

Seek clues within the sample’s own content

Seek clues from external information
Intent-based detection

Social context

Clue integration for misinformation video detection

Parallel Integration

Sequential Integration

Q+A/Discussion
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I Semantic-based detection

The falsehood is conveyed through incorrect semantic changes against the truth.

*Fact Distortion* > The black box from the crashed Ethiopian

- Even If ed iti ng or generation traces are *Original Real News* Airlines plane has been found. This is the last 10 seconds recorded
1 H by the aut; tic recorder... th ¥ f ! the brink of
deteCted ’ It does nOt necessari Iy mean > Simulation Video of the dZatl: ;l:i.l;]gn:li:el:sut’]llg ;ll‘eates: ::z;’:ms YR

that the video conveys misinformation. Ethiopian Airlines Flight !‘
ET302 crash incident \

A video that is technically untampered can _?_—
*Misleading Substitution* *Groundless Fabrication*:

be em p I Oyed Ina d ece pt|Ve manner: > A China Eastern Boeing 737 aircraft e (2 cing financial

lost contact and crashed over Wuzhou, probl:el:sﬂ,lsenlt awag thte Cﬂ‘ll: lert_an
Guangxi, while operating a flight from e - " ootage belore

D FaCt DIStOI’tlon Kunming to Guangzhou. the crash revealed!

O Misleading Substitution i :
O Groundless Fabrication i y A
O = Editing* > Footage from

------ the Ethiopian Airlines Crash Site!

y *
v Inthe UGC era, most misinformation * The Ethiopian Airlines Flight ET302 crash - NS \
arises from such semantic manipulations occurred on March 11, 2019, local time. B

67
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Early works most leverage textual information for misinformation detection

Textual information:
* Video description
« Title
« Subtitles
« Transcriptions

Hand-crafted features:

O Basic statistical attributes

O Specific expressions

O Corpus-aware features(N-
grams, TF-IDF, LIWC)

Ve

Continuous representation features:

O Pre-trained static embeddings
O Task-specific encoders

Ve

From video description
05: text length
06: number of words

07-08: contains question/exclamation mark (Boolean)
09-10: contains 1st/3rd person pronoun (Boolean)

11: number of uppercase characters

12-13: number of positive/negative sentiment words

14: number of slang words

Title&Transcript

text length

the number of words

contains question/exclamation mark (Boolean)
contains 1st/3rd person pronoun (Boolean)

the number of positive/negative sentiment words
has “:”” symbol (Boolean)

the number of question/exclamation marks
has clickbait phrase (Boolean)

sentiment polarity

the number of modal particles

the number of personal pronouns

15: has “” symbol (Boolean) f-idf
16-17: number of question/exclamation marks Ngrams
LIWC
Data Collection and Preprocessing Model Building Performance Analysis
1
; Y
Pre-trained Word .
Embeddings based X I
kil i c ——| Train-Test Split Test Set
Gozr;lve\m’\jfvsglz’n q Captions Meft::)dmata © Predicting Test
3 = D |
Twitter Scraper VoLbe + 3 ata Samples
Balancing +
Training data via Set of
. SMOTE Classifiers
Caption Vectors Raw Resampling Performance Evaluation
Generator Dataset

Captions

Embeddings

=

Training
Classifiers

e

1. Accuracy
2. Precision Score
3. Recall Score
4. F1 Score
5. AUC ROC (Misinfo vs All)

Papadopoulou, Olga, et al. "A corpus of debunked and verified user-generated videos." Online information review 2019.

Jagtap, Raj, et al. "Misinformation detection on YouTube using video captions." arXiv 2021
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Aggregate heterogeneous information across different modalities (beyond textual content)

7 \ Visual-speech Co-attentive
' ' Information Fusion
Frame-level _ 1 T T TS T T T T T T s .
E 'l'I'“'H'"lllll"lll" Speech ' E <1 :
. —— Feature (- o '
1 [ O 1
. ! : 1 8 :
Visual Feature | Speech-Guided | + |S :
. Attention r . '
1 ! o
! P18 Doy
' . X (- O ' !
' Object-oriented_| : P O ! ,
, Visual ERIE v . 1
, Feature ' ' ' !
1 1 1
e @ = ___. ' ! Prediction
Caption-guided Visual Representation Learning ' =y ' '
1]
ettt v g e )
] ]
Audi % ' ' Supervised
] E Jp R R udio MFCC P 3 E ' 8 : Misleading
Acoustic Feature . N ; Video
' ! . Detection
e e e e =——— |8 ;
Acoustic-aware Speech Representation Learning ' o '

Figure 3: Overview of the TikTec Framework

Shang, Lanyu, et al. "A multimodal misinformation detector for covid-19 short videos on tiktok." IEEE Big Data, 2021. 69
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Leverage cross-modal correlation: Find mismatches between modalities (video-text-audio)

PR speech R Primary Learning Task:
: ) — K Misinformation Classification
Speechis fakey 02 Tml::ﬂ::"er F Concat || MLP | Sigmoid || Cross lzr(l;ropy LOSS: 1
B (. ¢ EAN o dal representation 1 dal fusi Yfake <=+ ;
Claim - ' P! b usion :
1 D s " 1
T — | By | - -
o . . = . = :‘ = o ! " O ]
Slgnlxoui Slgrr'mld Slgn.wld : Text 1 g 1
MLP | MLP | [MLP | PCA . i g8 1
T v T
Pairwise Consistency Pairwise Consistency Pairwise Consistency e VGG19 o 7 1 s 1
Embedding Embedding Embedding : T = 1
(N |
o

1| Images| 1l - 1
1 | g 1
1 'GGi " 1
R LT posoooE o s S0 e Tt 1 1 features 1
OCR Sentence Embeddings | 1Speech Sentence Embeddings ! | Claim Sentence Embeddings ! 1| Audio 1 1
! “FrameEmbeddings | ! . ! P! | — 4 :
1 0 (S el ey walil ! Sy vayliprgu gl | vy wpsliy gt N R D e L 1

i e F--1---1 ---t---t o

e St e i Multi-head AoA layer Multi-head AoA layer | | Multi-head AoA layer Feat E /'\.uxlclar_\.'.l::arnll‘;g'l;;\.sl:
e - f eature Entity Consistency Prediction _ _ _ _ _ _ _ _ _ _ _ _ _ ____ ________________ ‘" ___ .

Extractor

gt .2,2,2,1,0,0,0.. giert|..0,0,1,2,0,0,2,0, ... glert2,0,0,0,1,0,0,0,2,0,0,2,0 o 2 "t, "
W VEVE L VP 1 t t /E— eeMyeeM; |leglle;
EEE SRR P SUBLE P LUELE spaCy - htre
EE:I «...coronavirus crisis outbreak « to contain e e Text & Image A
== rising concerns of pandemic...” in the Korean country...” China, joined @cherylcasone” Text consistency :
Video Frames OCR Text Speech Text Claim Text : Auxiliary

loss

\ spaCy Text & Audio

consistency

SMC consistency

H g . Kt’i\;ffﬂnws
different modalities for detection e

Surjood a8eraay

w Utilize embedding consistency across three

Lo }'conslstency
< Utilize entity consistency across three o [, (o e | ]
different modalities for detection Audio = Hierarchical entity similarity for

consistency ground truth calculation

Liu, Fuxiao, Yaser Yacoob, and Abhinav Shrivastava. "COVID-VTS: Fact Extraction and Verification on Short Video Platforms." EACL. 2023.
Fu, Zhe, et al. "Detecting misinformation in multimedia content through cross-modal entity consistency: A dual learning approach." arXiv 2024.
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Deepen cross-modal correlation clues mining: Uncover implicit opinions across modalities

Each modality Text Video Clips Keyframes Audio
carries an implicit Title& Transcript Comments User = —7 = E’%ﬁ I|I|l l|||ll|||l
credibility attitude; l ‘
without cross-
modal propagat'on Implicit Opinion Prompting Feature Extraction

ion,

. Fact accuracy
local dgceptlve CO Content BERT .
cues fail to "~ Evidence support —
influence the global News Type - Language style Prompting
decision. . Analysis VGGish VGG19
< Simulate mutual — |
reinforcement Opinion Evolution Multimodal Decision
among modal Intra—n'lodal Enh'fmcement Cross-modal I‘ntere'iction Reconstruction Loss
opin ions throu gh a Multimodal Alignment Forward Diffusion -
diffusion process Capsule Aggregation Backward Diffusion Prediction Loss

Zong, Linlin, et al. "Unveiling opinion evolution via prompting and diffusion for short video fake news detection." ACL Findings 2024. 71
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Another analysis perspective: News as Narrative

Video Collection Overview

Laypersons Putin Ukraine War Bloody Reporter
PUTIN: [UKRAINE: KRIEG I .
[closeup image] [PUTIN: written [-.-riffr;\ [BLUTIG:

- written text] o . written

‘[ T T wmI text) T

[filmed event)

"Kiew"

- [PUTIN: filmed [KRIEG
[ESZIEAIETE] FotinG QATIGER KRIEG IN DER UKRAINE b, I written text] ;_"g]]:f 1erx‘l%r” LBrLtJZIG : .
sty “Peter Hell”
KRIEG IN DER{UKRAINE TOBT WEITER = 1 il
E “Zivilisten®
(civilians)

1 < , talking head
STADT, KIEW  [KAMPFE:  [SCHWERE: [ g |
[filmed event] written written
[written text]  text] text]
"Ich, mein, mir"
7 (l.my. me}

self-reference

> wallpapering

T v

", SCHWERE KAMPFE IMASTE
[ i W T

Multimodal cohesive chains B

B | Frame preview thumbnails

] OCRtrack

ASR track

Face cluster track

. Two pivotal aspects of Narrative Theory: analyzing the
“what” (the content of the story)and the “how” (the strategy
of storytelling)

Face size track
Face count track
Amplitude track

] Spectrography track
Mean colors track
Dynamics track

Abb. 1: Zoetrope UI — Video collection overview sections: (1) overview screen, (2) text search, (3)

— D | S | nfo rm at| on TV news V|d eos h as d |St| N g u |S h na rrahves . video scrubbing and movie barcode; Single video exploration sections: (4) player pane, (5) navigator

and timeline pane, (6) tracks pane and (7) properties pane.

Bateman, John A., and Chiao-l. Tseng. "Multimodal discourse analysis as a method for revealing narrative strategies in news videos."
Liebl, Bernhard, and Manuel Burghardt. Designing a Prototype for Visual Exploration of Narrative Patterns in NewsVideos. 72
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Enhance misinformation video detection by analyzing the narrative creation process.

“"Analyze the creative process

behind misinformation videos: o) -epfue-a-

Phase | — Material Selection:

The battle against the epidemic is
nearing victory, residents in Xi’an
hang national flags spontaneously!

(J3 BGM: The Song / Love You, China)

(b) Material Selection-Aware Modeling

(a) Framework of FakingRecipe

/L
Material Selection- V. S
Aware Modeling Single-Branch s
ingle-Branci - v
Predictians Fusion F (-,") gnmf - L g
Material Editing- - inal
Aware Modeling Ye Prediction

Ly

(c) Material Editing-Aware Modeling

fake news tend to adopt a
relatively simple arrangement.

I - Audio Title & Transcript KeY Frames Spatial Editing Behavior Temporal .Ediling Behavior
Fake news exhibits emotional DI Textich Frame
residents ... - i
bias and semantic selectivity | | I | evetor
. . . Emot  Ermot ¥ i % i TR
when choosing video materials. enccier || lencodr | ||| "Encodr | | Enoder A L W 1 ————
Encoder Encoder o
Hopnn Hoor } B [ [ + Duration Emb
. . Two-Way Attention Block Fusion i position Emp(__Fusion
Phase II - Materlal Edltlng: [ Transformer ] [ Transformer ] lH"“G lHTFM*T lHTW*"
When spatially imposing text and = s
! i VHop, VHzp
'] . MLP MLP
temporally splicing materials, [ ; ) { 3 )
s E

Figure 6: Overview of the proposed FakingRecipe model. (a) Overall framework: The news video is processed through dual
perspectives, with a late fusion strategy employed to integrate clues for final prediction. (b) Material Selection-Aware Model-
ing (MSAM) module: Extracts clues from both sentimental and semantic aspects. (c) Material Editing-Aware Modeling (MEAM)
module: Extracts clues based on spatial and temporal aspects. 7 (-,-) denotes the fusion function. The parameters in the

modules in blue are frozen and others are trainable. The overall model is trained under the supervision of the loss functions

Bu, Yuyan, et al. "FakingRecipe: Detecting fake news on short video platforms from the perspective of creative process.” ACM MM 2024.7 3
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Enhance misinfo video detection via data augmentation: Simulating typical creative processes

T > TV (Misleading Substitution)

FakeSV (Chinese) FakeSV + Synthesized (Chinese)
% Retrieve Visual Materials e N "
§ N _] Consistency. Quality-- .
©
-? -~ 0.6
S V- TV (Groundless Fabrication)
.‘: 0.4
[} o 2o
S Event Association News Style Adjustment © Human foke :
g E %I E L 02 Synthes!zed{vaf\»/) W
© @ ) @ Human-Real 3 J* &%+ <% . Z:::izz:iz?\%”' o o¥
0.0/ ¢ Human-Fake® w° * 0.0] + Synthesized-(TV-TV)
TV TV (Fact Distortion)
° FakeTT (English) FakeTT + Synthesized (English)
I = e = Detail Analysis % Text Manipulation 10 e i
m? :EJE @ N _I %I H %“ o R
s @ 0.8 ) T"',-.
- ~
= TV ->TV (Selective Editing) o
2
‘S . - . .
© Retrieve Similar Materials Swap/Insert Materials o
£ [ e = “
Consistency. Quality- " w T
Synthesized-(TV »TV)
" " Human-Real k - Synthesized-(T-TV)
, . . . 0.0 o +  Human-Fake 0.0 M «  Synthesized-(TV-TV)
“ The synthesized samples not only align with human-crafted fakes | =« = = = = = oW w om e w

but also enrich underrepresented regions of the feature space

Bu, Yuyan, et al. "Enhancing Fake News Video Detection via LLM-Driven Creative Process Simulation." CIKM 2025. 74
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Enhance misinfo video detection via data augmentation: Simulating typical creative processes

Data Synthesis Enhanced Model Training

e N

y Construct Human »| Initial Model
N Material Library Data :
g i Initialize
A 4
, Synthetic Detection Extract Feat.ures
( R ) I:> Data Model and Classify
-IEI- LLM-driven v T
L Synthesis Pipeline
S/ .
Re-Training Dynamic
Sampling
A 4
( DI Svntheti Update Synthetic
iverse Synthe |c Data Usage -
E:E Short Video News | helloC E€| Selected Synthetic
Samples

« By integrating active learning to select
potentially useful augmented samples,

“"the framework consistently boosts short-
video fake news detection performance.

Model FakeSV FakeTT
Acc F1 Prec Rec. Acc F1 Prec Rec.
MMVD 75.83 75.33 7551 75.21 67.50 66.20 66.51 68.43
w/AgentAugpay  73.80 73.22 73.33 73.13 63.57 61.69 61.84 63.11
w/AgentAugps. 76.01 75.58 75.86 75.45 66.43 65.32 6555 66.94
w/AgentAugy;,  77.12 76.69 76.93 76.55 68.57 67.26 67.56 69.71
TFANVM T 7841 77.89 7825 77.70 71.57 70.21 "70.21 72.63
w/AgentAuggany  78.78 77.63 80.08 77.16 67.22 66.77 69.18 71.42
w/AgentAugpy.  79.34 78.31 80.42 77.84 68.23 67.99 71.57 73.70
w/AgentAugay, 81.37 80.42 82.73 79.88 75.25 74.02 73.84 76.65
TSVFEND T 80.88  '80.54 80.83 80.51 77.14 75.63  75.12 7756
w/AgentAugpay 82.66 81.94 83.54 81.44 79.72 77.72 77.33 78.24
w/AgentAugp,; 81.92 80.85 83.96 80.23 77.58 76.00 7543 77.40
w/AgentAuga;, 83.76 8298 85.20 82.38 80.43 78.61 78.12 79.29
TSVRPM T 81.34  "81.11 "81.38  '80.97 81.79 79.42""79.67 79.19
w/AgentAuggany 79.57 79.33 79.61 79.20 80.00 77.34 77.49 77.19
w/AgentAugp,; 81.73 81.58 82.06 81.49 82.14 80.28 81.36 79.58
w/AgentAugy;, 83.10 82.89 83.16 82.70 82.86 80.57 80.75 80.41

Bu, Yuyan, et al. "Enhancing Fake News Video Detection via LLM-Driven Creative Process Simulation." CIKM 2025.
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More robust detection: Consider incomplete modality conditions

Text: Heavy rainfall in Zhengzhou
caused water to flood into subway
stations. The water level inside
subway cars on Line 5 reached
over one meter. The subway
station was temporarily closed,
and operations were suspended.

“+ Jointly modeling cross-modal reconstruction and cross-sample
reasoning > robust and generalizable fake news video detection.

Text/Image: Incomplete(Blank
Contents)

Image/Audio/Video: Missing Domain Feature Extraction (DFE) He Retrieval-Augmented Contrastive Learning (RACL)
(Resource Expiration) Audio: q» it [::n.l .
s e x;
Pattern 1: (T, MI, MA, MV)  Pattern 2: (MT, ML, A,V) g = Text ;E = -
@
a0 4 20 S
a) Resource Expiration b) Blank Contents 2 LN\
(a) p: (b) g = Batch B omine Pl D L
(o] Ea i Data | Text Image  Video  Audia g
B = } Zg é Missine 8o LA Qe
SZSEEH&?FRE[E!EE E fos | Text Image Video  Audia X
esim(xixt)
Lract = *logm — 1
IMOL Overview
Text: When a surge occurred on Text: Yiwu faces strong winds Lyct
the Ganjiang River embankment and heavy rain, leaving San Ting Title:[Local 8 4]% C
RACL

in Nanchang, a commando team Road night market in a Large explosion In Text

of 15 party members was the first devastating state. Lebanon suspected to T
to jump into block the surge. Audio/Video: Missing(Contents e sl 1
Audio:Missing(Audio Corruption) Damage) flext Co-Att ——> - M )
Pattern 3: (T, MA, L V) Pattern 4: (T, I, MA, MV) Missing — I g L Q
= —
(¢) Audio Corruption (d) Contents Damage Image Erait E / E N Ly
S — g £ -— H— Exper2 El —’.—’
: T : Bl ki s : £ g T
Figure 1: Exfimples of. modality pdttem§ in news videos. s & - £ L
Each news piece consists of four modalities: Video (V), o " Encoder 1 z ]
. Video
Audio (A), Text (T), and Image (I). However, real-world CoAtt ——» ——> ——* Expertn
news is often modality-incomplete, where one or more O Audio 1 @
modalities may be missing (MV: Missing Video, MA: . Encoder Expert |,
Scores

Missing Audio, MT: Missing Text, MI: Missing Image).

Zeng, Zhi, et al. IMOL: Incomplete-Modality-Tolerant Learning for Multi-Domain Fake News Video Detection. ACL 2025 76
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More robust detection: Mitigate modality bias & Adaptively select reliable feature

“'Debiases static, dynamic, and social views “+ Adaptively trusts the most reliable modalities and
through causal and counterfactual reasoning selecting the according modality experts

@ ® 5
Text R, \\‘ N \ \\ e —
LT ‘ ©O—® ) (s)—Y :’ Title pTTTT T
Co-Att h CFL é oy Ly / / Text | i [A catwith ngs/ Text N feature vectors o ( ) feature vectors )
Tmage i 1 © 1 5 Transcript E‘: Experts OOO. 3
Encoder Ri —~ b’e jing, Aug 2024 A -
Static-aware Encoding CounterFactual Learning (CFL) ~ ‘wowweeessmmeeeees O O O O é = F<
5 =]
Audio E(])) 'I|||'I s I|||' )| Audio 3 Adaptive 2| |oZ
g Experts  [0o0e = S| |23
O—® —O = Feature 3 o)
2 () News Text @)—\) (z —{y E> E g3
- R N @ 2
& & Comment ., [ g = AV N - Selection o =3
S0 wiunee Encoder CRL E 1) News Image a > e oo
-4 B) B) mage Ima
Ly & © 9 99 = — S
Comment s BEN ~ Module Y
ik (c ) News Comments Experts g .o < g
P (= [}
Social-aware Encoding A ) News Audio Causal Reasoning Learning(CRL) o =
(V) News Video > /
Vi £ P Video-Audio 1 Vldeo Vldeo Real Fake
Encoder ) Multimodal Feature S Ex P erts

v
. z)
ideo 4 < J . y
Co-Att CCR ('s ) Static Feature 7| ol j — -
N— ‘CCR
QDl-wu-w- Audio Lecr ¥) News Label

Encoder Ry
Audi MLP . . . .. . . .
e Dynamic-aware Encoding Figure 1: Architecture of the multimodal misinformation detection framework MisD-MoE
Coherence Constrain Reasoning(CCR)

Figure 4: Overview of proposed Multimodal Multi-View Debiasing framework. The CFL, CCR and CRL mitigate the static,
dynamic and social biases during multimodal fusion, respectively. Then the MMVD is learned to determine whether the news

video is fake or not.

Zeng, Zhi, et al. Mitigating World Biases: A Multimodal Multi-View DebiasingFramework for Fake News Video Detection. ACM MM 2025
Liu, Moyang, et al. "MisD-MoE: A Multimodal Misinformation Detection Framework with Adaptive Feature Selection." NeurlPS Workshop 2024. 77



I Seek clues from external information

ACM multimedia

Dublin, Ireland 27-31.10.2025

Integrate the neighborhood relationship of new videos belonging to the same event

. News videos from
different perspectives
regarding the same event
contain complementary or
contradictory information

Utilize debunking videos
to rectify false negative
predictions

~ Title+Transcript
Macron was wearing many
garlands during his visit. Hah...

Keyframes

CANDIDATE

. | . I . P
Feature Extraction ! Graph Aggregation ! Debunking Rectification
: | News videos in | Rectify Real Video Estimation O Real
A news video : the same event : with Debunking . Fake
B Q : . GAT /,\ \: . /,\ = D Debunking
B_» <' : . . — / //: . /C%_ —> Refution
| | i
Q} “REAL | /o / ——> Not refution
aQ O ! @] O/ @
Initialization
- Title+Transcript Debunking Relationship Inference
Macron's visit to the Pacific
O | territories... It was processed .
2 into a funny video by netizens. Textual Conflict 3
< ( Refutation
=< BERT Attention .
> . Classifier
Q Fusion .
Q Not Refutation
Beal 2 ] .. (22 [omm | 5 1... [ Jm] |
I | I % Visual Consistency

= Debunking Flow
—— Candidate Flow
= Fusion Flow

Feature Enhancement

Figure 2: Architecture of the proposed framework NEED. The first row indicates the three stages in NEED, including
feature extraction, graph aggregation, and debunking rectification. To realize the debunking rectification, debunking
relation inference (the second row) is introduced to determine the refutation relationship.

Qi, Peng, et al. "Two heads are better than one: Improving fake news video detection by correlating with neighbors." ACL Findings 2023.78
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Model latent social and cascade relationships for fake news detection

) a) Social Latent Network Inference

( N
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b) Self-supervised-based Multimodal Content Learning

Unimodal Content Augmentation Cross-modal Contrast Enhancement
Text Audio Image
Unimodal memed D m

Fig 1. News dissemination relationship is
unsure in TikTok, Instagram, and YouTube

Features Uni-Features
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Mingxin, Li, et al. Learning Complex Heterogeneous Multimodal Fake News via Social Latent Network Inference. AAAIl 2025



ACM multimedia

Dublin, Ireland 27-31.10.2025

I Seek clues from external information

Integrates dual-community patterns: Uploaders’ and Event-driven communities

—— —— g — — - ——— g ——— ———————— —

Ma) Dual-Community Graph | interests or similar content creation patterns 'group fegether
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Gong, Haisong, et al. "Mining the Social Fabric: Unveiling Communities for Fake News Detection in Short Videos." arXiv 2025 80
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Introduce external knowledge through causal relationship graphs

Short Video Rumor Detection Dataset , “ ~ Short Video Rumor Causal .\
H = = | Relationship Knowledge Repository 1 Backtracking of
Nodes | Query Subgraph ; | Clmpm?;
e — . -ausal es
00 0@ i
I i . o
| i 1 i i : Classification Result
[ i :
! This short video is not a rumor

Evidence Database
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BT e EE T EE T TR t ---------------- S H ; ing of Important

Causal (... Causal Edges
Rumor-relevant
Causal Graph L

Short Video Title Causal Subgraph

The blue-ringed
octopus,......| is one of the
most deadly venomous
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Causal Node Node
Encoding Concatenation

Visual Input
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Audio Input
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~{Short Video Rumor Detection Pre-trained Model

. Construct causal relationships between entities and integrates the causal
subgraphs for the interpretation of knowledge distortion

Cao, Donglin, et al. "Short video rumor detection based on causal graph." Information Sciences 703 (2025): 121941. 81
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Introduce external knowledge through Large Language Model

reasoning evidence for multimodal verification.

. LLMs serve as flexible knowledge bridges, transforming external information into structured

“' Design multi-stage pipelines where LLMs
refine content, retrieve domain knowledge, and
reason to generate verifiable explanations.

Refined Content:
This video shows a
speaker ...

2

Retrieved Knowledge: H
Vision Input Disinfectants are >Predictor
used to clean ... H
Title & Description Reasoned Content: l
On-_SCl'eCH Te}.(t According video content| | Rumor or
Audio Transcript and knowledge ... ! Truth
A

Text Input

Figure 2: The structure of our proposed EXMRD framework. (1) The R*CoT process prompts MLLMs to refine the video content,
retrieve domain knowledge, and reason to provide explanations. (2) The SLReviewer is to distill the explainable evidence from
R3CoT to facilitate reliable rumor detection.

' Build multi-role LLM frameworks that
decompose fact-checking into retrieval,
verification, and reasoning stages.

(c, B) (a, 8, ro)

(c, B, v) Claim Verifier 7 =1 Reasoner

t pn=1{q.a, &} B
3
Y q
Y. Video Descriptor —————— Question Manager £

(c, t, B, P) —(y, 1, &)

Information Retriever
q

¢a Video LMM B= %] Answer | @) Question Generate @/}) Google
Analysis w/ Video LMM Generation Search Items Search
=

. Image LMM

i Analysis

1
N -

@  Answer z=1 @ Evidence

: Selection

Figure 4: Overview of the proposed 3MFact framework, comprising five components: Video Descriptor (video-to-text conver-
sion), Claim Verifier (assesses evidence sufficiency), Question Manager (generates questions and retrieves answers), Informa-
tion Retriever (searches for evidence), and Reasoner (synthesizes judgment with rationale and evidence).

Hong, Rongpei, et al. Following Clues, Approaching the Truth: Explainable Micro-Video Rumor Detection via Chain-of-Thought Reasoning. WWW 2025

Niu, Kaipeng, et al. "Pioneering Explainable Video Fact-Checking with a New Dataset and Multi-role Multimodal Model Approach." AAAI 2025.
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Train domain-aligned LLMs for factual reasoning and verifiable judgment
Fact-R1 Pipeline
Long-CoT Instruction Tuning Preference Alignment via DPO GRPO with Verifiable Reward Function
(a) Misinformation Long-cot Generation (a) Human Preference Data Generation
e Mo . ) _— Response V;
.()-Designed Misinformation i ‘_ﬁ Long-cot —
News-domain ~ "'g"Pt Long-cot Data + r=  OR = Prediction = & = Response Y,
Video Caption <thinks... <think> o) News Title Fact-R1 —
D i Fact-R1
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DeepSeek-R1

Prediction
News Tittle ) o Labell - « ®
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Prediction  Human Correct

Policy
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(b) Thinking SFT - (b) DPO Training » Normalized Verifiable Reward
Generation: <thu¥> \nThe video... Overall Reward:
@ <think> The video shows Trump supporters R 0.8 Roee +0.1- Ryprrizs +0.1- R if Yuupar =real
storming .., The entity in question is Trump = 3 ; . S01.R . 4 -
Large Language Model the event is directly linked to his supporters, 0.3 07 Rece 101 Rpomns + 0.1 Rrora + 0.1 Rty if Y1asu =foke
f t </think><answer> Yes. </answer> Accuracy Reward R, Entity Grounding
h G Reward
Projector Embedding ~ @ ; ; ; g )
<think> The video depicts the well- - -
. Fact-R1 documented event of Trump supporters Format Reward Ry, ‘ L Y"' aa
%‘Vlsual Encoder Q) News title: t storming the Capitol in Washington, 0.8 Judge model
The news title is ‘British man captur- DC., ...</think> <answer> Yes</answer> Reasoning Keywords .
ed while fighting with Russia.’, the AR R — 1, if Judge="True
news audio is ‘British foreign.." is this " " " Reward Huor ) 0, otherwise
multimodal content manipulated? Maximum likelihood

From pipeline usage to intrinsic training, LLMs evolve from external assistants to internalized
reasoners for video misinformation detection.

Zhang, Fanrui, et al. "Fact-R1: Towards Explainable Video Misinformation Detection with Deep Reasoning." NeurlPS 2025 83
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Generate and reason with debunking evidence via multi-agent LLM and diffusion collaboration

COD

. Multi-Agents

:: S : i Generate
/ D
%,

Debunk-Infer Verification

J71

_____________________________
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LLM-V
Judgement: Fake
There's no real-world
evidence to support this.

|"=—j::d-}-
] ==

Debunk :
scientists have confirmed ™=
it's a hoax with no basis

Txt-Info

The disappearance of stars
is controlled by aliens
Comment:What's the fuss?
Author: unverified

g 4|

Debunk Diffusion

Forward Diffusion Process
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o
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\ Sample
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Multimodal Conditions

time Denoise Process
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Keyframes
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Fig. 1. Overview of DIFND Framework. The DIFND framework consists of Debunk-Infer Verification and Veri-Verdict Fusion. Debunk Diffusion generates
debunking cues conditioned on multimodal inputs and is trained on the LLM-augmented dataset, while multi-agent LLMs perform chain-of-debunk for
reasoning-rich verification named LLM-V. Final decisions are made via attentive fusion of features from all modules. The dashed arrows indicate paths that are
used only during training and are not involved during inference. The textual information with blue background is generated or enhanced by LLMs.

. LLMs act as reasoning agents to generate debunking evidence and verify
multimodal claims through diffusion-based inference.

Yan, Kaiying, et al. "Debunk and Infer: Multimodal Fake News Detection via Diffusion-Generated Evidence and LLM Reasoning." arXiv 2025 84
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l Tutorial Outline

Detection Part I: Human-Edited Misinformation

Signal-based detection
Editing Traces
Generation Traces
Semantic-based detection
Seek clues within the sample’s own content
Seek clues from external information

[ Intent-based detection ]

Social context

Clue integration for misinformation video detection

Parallel Integration

Sequential Integration

Q+A/Discussion
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Misinformation reflects underlying user intents, which can be distinguished through social
behaviors and engagement patterns.

# Subscribe 8 ttest ind p < 1e5 ol
g g 1
16% Real 8 5“ . .Y
# Videos : # Fans =i w? : St
0 e e IR B
. ) Real
Verified Institution 0 o 1 s 8 ” . P
el Verified Person = ;akT Fake Real # Likes (log 10)
o : =*= Rea 8 = =
% Not Verified # Received Likes (a) Number of likes (b) Relationship between the
(a) Authority (b) Statistics ﬁ‘li::ber of publisher fans and
comments fakeness ratio
the number of comments comments inappropriateness ratio (swear words)
the number of likes comments conversali(?n ratio (at least one reply)
Metadata the video duration in seconds Comments top 11?0 comm;ents tf-idf _ .
the number of videos that the publisher uploaded top three popular comments: sentiment polarity,
. . the number of modal particles, the number of
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 Statistical and social engagement features reveal discriminative behavioral patterns.
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Model social context features to capture intent-related cues from users and comments.
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v Models stance and topic context between
comments and video text.

Qi, Peng, et al. "Fakesv: A multimodal benchmark with rich social context for fake news detection on short video platforms." AAAI 2023.
Choi, Hyewon, and Youngjoong Ko. "Using topic modeling and adversarial neural networks for fake news video detection." CIKM 2021. 87
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Incorporate time-synchronized comments to capture dynamic social context
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l Tutorial Outline

Detection Part I: Human-Edited Misinformation

Signal-based detection
Editing Traces
Generation Traces
Semantic-based detection
Seek clues within the sample’s own content
Seek clues from external information
Intent-based detection

Social context

[ Clue integration for misinformation video detection ]

Parallel Integration

Sequential Integration

Q+A/Discussion

89
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Two major paradigms for combining multiple features from different modalities

> Parallel integration: all clues from > Sequential integration: clues from different modalities
different modalities contribute to the final are combined in a step-wise manner with each modality
decision-making process contributing incrementally to the final decision.
Parallel Integration Sequential Integration
Clue 1
Clue 1 Clue 2 oo Clue n |
l l l Sufficient? N, Clue 2
Y |
: : N
Clue Integration Sufficient? —>
Y —> Cluen
l |
_________________________ R
i Final decision : i Final decision |

____________________________________________________

Bu, Yuyan, et al. "Combating online misinformation videos: Characterization, detection, and future directions." ACM MM 2023. 90
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Feature fusion technique: Direct concatenation of multi-modal representations.

video dataset

Video Text

|
| |
| | | : | |
hiesike 1 Bl 2 : extracting textual extracting uploader extracting contextual | |
| features features features |
‘ : | | | |
Feature V. »@ <« Feature T : |
| | | |
- I integrating features :
i Classifier | Feature Extraction |
H | Module )
CNN

Concatenation preserves all available clues but treats
them equally — efficient yet insensitive to cross-modal

dependency. ( output )

Li, Xiaojun, et al. "A CNN-based misleading video detection model." Scientific Reports 2022. 91




ACM multimedia

Attention-Based

Dublin, Ireland 27-31.10.2025

Feature fusion technique: Focus on informative clues via attention.

Visual-speech Co-attentive
Information Fusion

=l
PoS g
Video Text H : :
Encoder 1 Encoder 2 : ! E g|Prediction |
l l '~ Supervisea =
Misleading
Video
Feature V —>® <+ Feature T Detection
Attention Module
i Classifier i

_______________________

Jauuojsuel]

. Attention-based fusion highlights informative <
modalities and captures inter-modal interactions

dynamically.

Shang, Lanyu, et al. "A multimodal misinformation detector for covid-19 short videos on tiktok." IEEE Big Data, 2021.
Qi, Peng, et al. "Fakesv: A multimodal benchmark with rich social context for fake news detection on short video platforms." AAAI 2023. 92
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Fusion through auxiliary tasks to enhance generalization and consistency.

Modality 1 Modality 2 Modality 3
v v v
Encoder 1 Encoder 2 Encoder 3

v v v

Integration

-
i Fake News
i Detector

z
2
=
3
~
w
2

. Multitask fusion aligns
representations across modalities
by leveraging auxiliary
supervision — improving
robustness under distribution shifts.
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Figure 1: Model Architecture Overview of SVRPM. The model consists of five main modules: (a) Feature
extraction: Extract visual, textual, and audio modal features using different encoders, respectively. (b)
Mini-batch Modality Shuffle: Randomly shuffle their corresponding modal features for a minibatch. (c)
Cross-modal Contrastive Learning: Constructing Positive and Negative Samples using Modality Shuffle
Module. (d) Cross-modal Fusion and Hierarchical Fusion. (e) Modality Tampering Backtracking: Using
attention backtracking operation to obtain the local features which may be tampered.

Wu, Kaixuan, et al. "Interpretable short video rumor detection based on modality tampering." LREC-COLING 2024 93
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Sequential integration: Step-wise reasoning over heterogeneous clues.

. Pipeline-style sequential integration mimics Semmtc Sty
human reasoning — verifying clues in stages. e -
Sentiment High Not Misinformation Misinformation
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Ganti, Dhanvi. "A novel method for detecting misinformation in videos, utilizing reverse image search, semantic analysis, and sentiment
comparison of metadata.“ 2022 94




