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Video has been a popular form of news consumption

12

Short video-sharing platforms like TikTok and others
has been important access to get daily news for users.

Longitudinal Comparison
US adults that get news from 

TikTok 2020-2025: 22% -> 55%

Horizontal Comparison
Short video platforms surpass WeChat 
and Weibo, becoming the main access 

for Chinese netizens.

Short
Video

W
eib

o

WeC
ha

t

Pew Research Center. 1 in 5 Americans now regularly get news on TikTok, up sharply from 2020.
CNNIC. Survey on the Current Status of News Access Channels for Chinese Netizens. (in Chinese)



Meanwhile, video generation techniques has rapid progress

13

Trend #1: More general. 
Video generation is not only face-swapping.

https://arxiv.org/abs/2312.10843
https://openai.com/index/sora-2/

Before
Face swapping, editing, Reenactment

Recent
General video generation guided by text/image prompts



Meanwhile, video generation techniques has rapid progress

14

Trend #2: More vivid. 
Video generation can be of high resolution with details.

Source: Sora examples

~60s, multiple shots
physical details (though imperfect)

Large view
Dynamic shot
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Along with such a progress, video misinfo is easier to make

16

Misinformation was delivered as text-only, or image-included posts.
Now, producing misinformation videos are easier than before.

Fake Video
Trump fought with Zelensky?

(Using Generative AI)

Fake Image
Trump was arrested?
(Using Generative AI)

Fake Text
Trump is disqualified from Nobels?

https://www.snopes.com/fact-check/trump-nobel-prize-disqualified/
https://apnews.com/article/fact-check-trump-NYPD-stormy-daniels-539393517762
https://www.youtube.com/watch?v=2wqWnoMg1dU



The Worrying Trend: AI Video Faking is Industrialized

17

Surveys and predictions show deep concerns regarding AI misinfo

https://www.weforum.org/publications/global-risks-report-2025/
https://www.stateof.ai/

State of AI 2025 Report make a prediction:
A deepfake/agent-driven cyber attack triggers the 

first NATO/UN emergency debate on AI security.

World Economic Forum, Global Risks Report：
Misinformation and disinformation is the TOP1 two-

year risk and TOP1 ten-year technical risk 

2025 Edition



The Worrying Trend: AI Video Faking is Industrialized

18

Surveys and predictions show deep concerns regarding AI misinfo

https://www.gartner.com/en/publications/world-without-truth

Ø Disinformation is now a sophisticated, organized 
business with its own supply chain.

Ø Generative AI accelerates the creation and spread 
of convincing fake content, manipulating narratives 
and exploiting biases at scale.



The Worrying Trend: AI Video Faking is Industrialized

19

With the support of recent AI techniques, misinformation video 
faking can be with a larger scale with lower cost

https://news.cctv.com/2024/10/26/ARTI4Z5aSYied0EFnykpVTmX241026.shtml (in Chinese)

A Real-World Case 
Reported by China Central TV

A team at Zhejiang published 28.5k 
misinformation videos by cutting & 
editing video clips, attracting 2.7 billion 
views



For Human: We might be more vulnerable to video misinfo 

20Seeing is believing: Is Video Modality More Powerful in Spreading Fake News via Online Messaging Apps?
As Good As A Coin Toss: Human detection of AI-generated images, videos, audio, and audiovisual stimuli

Fake news with videos
 is more convincing for human 

and easier to spread

… It is clear from our findings that video is causing individuals 
to perceive fake news as more credible than audio and text, 
and increases the likelihood of them spreading it. …

We find that on average, people struggled to distinguish 
between synthetic and authentic media, with the mean 
detection performance close to a chance level performance of 
50%. We also find that accuracy rates worsen when the stimuli 
contain any degree of synthetic content, features foreign 
languages, and the media type is a single modality.

The synthetic media is hard to 
distinguish for ordinary people



For Detectors: New challenges posed by misinfo videos

21

High information heterogeneity brought by various modalities

l Requires a stronger and more comprehensive understandability
l Brings more uncertainty and even noise to the final prediction

1

Blurred distinction between misleading video manipulation and
non-malicious artistic video editing
l Artistic editing like beautifying faces is general, making it hard to see the 

malicious manipulation traces. 

2

New patterns of misinformation propagation due to the dominant role 
of recommendation systems on online video platforms

l Less social contexts then before on Twitter/Weibo. Brings new behaviors.
l Requires new detection and prevention methods.

3

Combating Online Misinformation Videos: Characterization, Detection, and Future Directions
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Goals of this Tutorial

23

 
How to Characterize, Detect, and Prevent Misinformation Videos?

Key Question

 
Covers typical or new works in this direction in recent five years

Survey Range

 
Audience that have knowledge about AI safety/multimedia content 
safety or is interested in combating misinformation issues

Best for
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Generative Models

26

 

Our focus in this part

Controllable Video Generation: A Survey



Image Diffusion Model

Basic Idea: Learning to add/remove noise
Generate an image as building a house.
To learn it, separate the sample house, know each step, and then try to rebuild it 

Too expensive to use in reality
If we want a 1024*1024 image, we need to input a 1024*1024 noise 

image, requiring high computation overhead. 27



Latent Diffusion Model

Common usage:
• Use VQVAE to transform into latent space
• A U-Net based diffusion model
• Controlled by cross-attention condition 28
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From Image Generation to Video Generation

Image Generation (2022-)
Stable Diffusion, Dalle3…

Video Generation (2023-）
Stable Video Diffusion, Sora…

30How to extend the usage of diffusion models to video?



Video Diffusion Models (VDM) 

Sora…Make-A-video
(Meta,2022)

Align-your-latent
(NVIDIA, 2023)

SVD
(2023)

Build VDM Arch. High-Impact VDM Sora…

31

Focuses: High-quality, Controllable, and Arbitrary Length



Make-A-Video (Meta, 2022)

32

● Extend Text-to-Image Model to 3D Model

○ 2D Conv -> Pseudo 3D Conv

○ Spatial attention -> Pseudo 3D attention
● Frame Interpolation

○ Using mask prediction
● Spatial Super-Resolution

● Issue：

○ Low quality (a few seconds, 256*256, blurs)

Make-A-Video: Text-to-Video Generation without Text-Video Data



VideoLDM (NVIDIA, 2023)

33

● Practice latent VDM paradigm
● Can generated 2k resolution videos
● Long video generation: Keyframe + Mask Prediction

Video-level
VQ-VAE training

Text-to-Image ->
Text-to-Video

Generate Keyframes ->
Latent Frame Interpolation->
Video Upsampling

Align your Latents: High-Resolution Video Synthesis with Latent Diffusion Models



Stable Video Diffusion (Stability AI, 2023)

34
Stable Video Diffusion: Scaling Latent Video Diffusion Models to Large Datasets

● Based on VideoLDM architecture
● Better data cleaning for high-quality video data

○ With a useful video data processing pipeline:

○ Cut detection for video-cutting

○ Use CLIP/BLIP to obtain captions

○ Filter out static data based on optical flow
● High-quality video data -> High generation quality



Sora (OpenAI, 2024)

35
Video generation models as world simulators

● Breakthrough Achievements

○ 4K resolution

○ High spatial consistency

○ Diverse scenes with multiple shots

○ Longer video (60s)

● Quality issues -> 

Commonsense/Physical violation 

issues



Sora (OpenAI, 2024)

36
Video generation models as world simulators

● Cora Idea：Turning visual data of all types into a unified representation that 
enables large-scale training of generative models

● Turning visual data into patches

● Video compression network → Video VQ-VAE
● Spatiotemporal latent patches → tokenization, arbitrary length and resolution
● Scaling transformers for video generation

○ Based diffusion transformer architecture (DiT)
○ Support



Diffusion-Based Video Editing 

37
Diffusion Model-Based Video Editing: A Survey

● Similar to Video Generation

○ Consider controllable signals more
● Text-base conditioning
● Point Conditioning

○ DragDiffusion, DragVideo…
● Pose Conditioning

○ Follow-Your-Pose…
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Misinformation Videos

Section 3



3. Characterization of Misinformation Videos

Definition

Datasets Overview

Analysis on FakeSV

Signal Level

Semantics Level

Intent Level

Q+A/Discussion

Tutorial Outline

39



Definition & Taxonomy

40

• Misinformation Video Detection
Ø Predict whether the video post      contains misinformation given all the accessible 

features 

• Misinformation Video
ØA video post that conveys false, inaccurate, or misleading information. 

Combating Online Misinformation Videos: Characterization, Detection, and Future Directions
Multimodal Fake News Video Explanation: Dataset, Analysis and Evaluation

Ø For some recent works, the output also 
contains a natural language text beyond 
the binary classification labels to provide 
human-understandable explanations.

40



Definition

41
Combating Online Misinformation Videos: Characterization, Detection, and Future Directions 41
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Datasets Overview

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms
FakingRecipe: Detecting Fake News on Short Video Platforms from the Perspective of Creative Process

Real-world data:

Ø FakeSV and FakeTT follows highly-similar 
data curation and annotation pipelines

Ø Widely-used in existing works

43



Datasets Overview

44
FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms
FakingRecipe: Detecting Fake News on Short Video Platforms from the Perspective of Creative Process

Examples from FakeSV

44



Datasets Overview

45
Multimodal Fake News Video Explanation: Dataset, Analysis and Evaluation

Real-world data (cont’d):
Ø FakeSV and FakeTT only provide binary classification labels
Ø The recent dataset considers natural language explanations

①FakeVE

Ø 2,672 samples based on 
FakeTT and FMNV

Ø Four types of explanations
• Contextual Dishonesty
• Splice Tampering
• Synthetic Voiceover
• Contrived Absurdity



Datasets Overview

46

Pioneering Explainable Video Fact-Checking with a New Dataset and Multi-
role Multimodal Model Approach

Real-world data (cont’d):
Ø FakeSV and FakeTT only provide binary classification labels
Ø The recent dataset considers natural language explanations

②TRUE

Ø 1,097+1,828 samples from Snopes.com
Ø Two types of rationales:

• Original rationale by human
• Summary rationales by LLMs



Datasets Overview

47
A New Dataset and Benchmark for Grounding Multimodal Misinformation

Real-world data (cont’d):
Ø FakeSV and FakeTT only provide binary classification labels
Ø The recent dataset considers natural language explanations

③GroundLie360



Datasets Overview

48
FACT-R1: Towards Explainable Video Misinformation Detection with Deep Reasoning

Synthesized data
Ø Starting from the real news samples, these datasets modify the semantic descriptions to 

construct fake news samples
Ø Of larger scale then real-world ones due to the continence of (M)LLM-assisted data generation

①FakeVV
Ø 100k samples from 2006 to 2025
Ø Substitute with representation-similar entities based on the retrieved results
Ø Input Top3 samples to GPT-4o for generation



Datasets Overview

49
Official-NV: An LLM-Generated News Video Dataset for Multimodal Fake News Detection

Synthesized data
Ø Starting from the real news samples, these datasets modify the semantic descriptions to 

construct fake news samples
Ø Of larger scale then real-world ones due to the continence of (M)LLM-assisted data generation

②Official-NV
Ø Use 5000 news samples from authoritative sources
Ø Modify the text description by four strategies
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Analysis on FakeSV

51

Ø Take FakeSV as an example. This part shows the statistical difference between real and fake 
news videos. 

1. News Content -> Text Length
Fake news videos have shorter and more empty titles, providing less information compared with real news.

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms



Analysis on FakeSV

52

Ø Take FakeSV as an example. This part shows the statistical difference between real and fake 
news videos. 

1. News Content -> Text Length
For on-screen texts extracted by OCR tools, fake and real news videos show similar distribution, with real 
news videos more likely to have longer on-screen texts, showing its informativeness.

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms



Analysis on FakeSV

53

1. News Content -> Emotion and Words
Ø Fake news titles emphasize the word “video” much, prefer emotional and spoken words, and cover 

diverse topics. Real news videos use more journalese and focus more on accidents and disasters.
Ø Based on Affective Lexicon Ontology, we find that fake news titles show more like while real news 

titles show more disgust.

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms



Analysis on FakeSV

54

1. News Content -> Video
Ø By employing NIQE on video frames to indirectly measure video quality, we see that fake news 

videos have lower quality than real news and contain videos with particularly poor quality
Ø This is because the materials are often from unprofessional devices or simply old. AI-generated ones 

may go to another end: It might be too clear to be unrealistic

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms

Lower values mean high quality



Analysis on FakeSV

55

1. News Content -> Audio
Ø We analyze the speech emotion by the pre-trained wav2vec model
Ø Speech in fake news videos shows more obvious emotional preferences than real news

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms

Sad             Neutral             Happy



Analysis on FakeSV

56

2. Social Context-> Publisher Profiles
Ø The distribution is similar to what have been found on conventional social media like Weibo.
Ø Most publishers of real news are verified accounts while most fake news publishers are not
Ø Fake news publishers have more “consuming” behaviors (subscribes) and less “creating” 

behaviors (published videos, received likes, and fans) than real news publishers

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms



Analysis on FakeSV

57

2. Social Context-> User Responses
Ø Real news videos receive more likes than fake news, which is intuitive considering that real news 

publishers have more followers.
Ø However, fake news videos receive more likes than real news when their publishers have a similar 

number of followers, which illustrates that fake news videos are more attractive than real news

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms



Analysis on FakeSV

58

3. Propagation-> Temporal Distribution
Ø Fake news that has been previously debunked can still spread
Ø For 434 events with debunking videos, 39% of them have fake news videos emerged after the 

debunking videos were posted, especially the current or long-standing hot event

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms



Analysis on FakeSV

59

3. Propagation-> Video duplication
Ø With the convenience of video editing functions provided by these platforms, people tend to edit and re-

upload the videos, usually with no mention of the source.
Ø Using pHash on the video covers, we find that fake news videos have higher repetition while real 

news videos are more diverse. This is due to the fact that real events will receive various images/videos 
from different witnesses and sources.

FakeSV: A Multimodal Benchmark with Rich Social Context for Fake News Detection on Short Video Platforms
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Signal-based detection

62

Misinformation videos often contain manipulated or generated video and audio content in 
which the forgery procedure often leads to traces in underlying digital signals.

Cases come from https://youtu.be/RVrANMAO7Sc

Editing Generation

Alterations on existing data of 
video and audio modality

Directly generate complete vivid videos 
with forged human faces or voices



Editing Traces

63

Pre-embed  and extract digital watermarks for detection

Tarhouni, Nesrine, et al. "Fake COVID-19 videos detector based on frames and audio watermarking.“ Multimedia Systems 2023

Active detection 

Generally provide quicker responses and more accurate judgments, 
but suffers from coverage gaps.



Editing Traces

64Shelke et,al. "A comprehensive survey on passive techniques for digital video forgery detection." Multimedia Tools and Applications 2021.

Passive detection Use the characteristics of the digital video itself for detection

Generally provide broader applicability, but suffer 
from lower reliability under distribution shifts..



Generation traces

65
Mirsky, Yisroel, and Wenke Lee. "The creation and detection of deepfakes: A survey." ACM CSUR 2021.
Yi, Jiangyan, et al. "Audio deepfake detection: A survey." arXiv 2023.

Mining spatial-temporal and spectral-prosodic traces from video and audio for detection

Fig 1. Visual deepfakes examples.

Fig 2. Deepfake audio types.

Ø Deepfake Video Detection Clues:
• Boundary artifacts between fake face & background
• Inconsistent lighting, warping, background
• Generator or sensor “fingerprints”
• Unrealistic motion or emotion patterns
• Missing biological signals
• Temporal inconsistency
• Deep features learned from end-to-end models

• Short-term spectral features
• Phase / group-delay features
• Long-term spectral features
• Prosodic features

• intrinsic (a)synchronization between video and 
audio frames

• ……
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Semantic-based detection

67

The falsehood is conveyed through incorrect semantic changes against the truth.

!Even if editing or generation traces are 
detected, it does not necessarily mean 
that the video conveys misinformation.

A video that is technically untampered can 
be employed in a deceptive manner：

p Fact Distortion
p Misleading Substitution
p Groundless Fabrication
p ……

" In the UGC era, most misinformation 
arises from such semantic manipulations



Seek clues within the sample’s own content

68
Papadopoulou, Olga, et al. "A corpus of debunked and verified user-generated videos." Online information review 2019.
Jagtap, Raj, et al. "Misinformation detection on YouTube using video captions." arXiv 2021

Early works most leverage textual information for misinformation detection

Textual information:
• Video description
• Title
• Subtitles
• Transcriptions
• ……

Hand-crafted features：
p Basic statistical attributes
p Specific expressions
p Corpus-aware features(N-

grams, TF-IDF, LIWC)

Continuous representation features：
p Pre-trained static embeddings
p Task-specific encoders



Seek clues within the sample’s own content

69Shang, Lanyu, et al. "A multimodal misinformation detector for covid-19 short videos on tiktok." IEEE Big Data, 2021.

Aggregate heterogeneous information across different modalities (beyond textual content)

Visual Feature

Acoustic Feature



Seek clues within the sample’s own content

Liu, Fuxiao, Yaser Yacoob, and Abhinav Shrivastava. "COVID-VTS: Fact Extraction and Verification on Short Video Platforms." EACL. 2023.
Fu, Zhe, et al. "Detecting misinformation in multimedia content through cross-modal entity consistency: A dual learning approach." arXiv 2024.

Leverage cross-modal correlation: Find mismatches between modalities (video-text-audio) 

#Utilize entity consistency across three 
different modalities for detection

"Utilize embedding consistency across three 
different modalities for detection



Seek clues within the sample’s own content

71Zong, Linlin, et al. "Unveiling opinion evolution via prompting and diffusion for short video fake news detection." ACL Findings 2024.

Deepen cross-modal correlation clues mining: Uncover implicit opinions across modalities

#Simulate mutual 
reinforcement 
among modal 
opinions through a 
diffusion process

!Each modality 
carries an implicit 
credibility attitude; 
without cross-
modal propagation, 
local deceptive 
cues fail to 
influence the global
decision.



Seek clues within the sample’s own content

72Bateman, John A., and Chiao-I. Tseng. "Multimodal discourse analysis as a method for revealing narrative strategies in news videos."
Liebl, Bernhard, and Manuel Burghardt. Designing a Prototype for Visual Exploration of Narrative Patterns in NewsVideos.

Another analysis perspective: News as Narrative

!Two pivotal aspects of Narrative Theory: analyzing the 
“what” (the content of the story)and the “how” (the strategy 
of storytelling)

#Disinformation TV news videos has distinguish narratives.



Seek clues within the sample’s own content

73

Enhance misinformation video detection by analyzing the narrative creation process.

Bu, Yuyan, et al. "FakingRecipe: Detecting fake news on short video platforms from the perspective of creative process." ACM MM 2024.

#Analyze the creative process 
behind misinformation videos:

Phase I – Material Selection: 
Fake news exhibits emotional 
bias and semantic selectivity 
when choosing video materials.

Phase II – Material Editing: 
When spatially imposing text and 
temporally splicing materials, 
fake news tend to adopt a 
relatively simple arrangement. 



Seek clues within the sample’s own content

74Bu, Yuyan, et al. "Enhancing Fake News Video Detection via LLM-Driven Creative Process Simulation." CIKM 2025.

Enhance misinfo video detection via data augmentation: Simulating typical creative processes

#The synthesized samples not only align with human-crafted fakes 
but also enrich underrepresented regions of the feature space



Seek clues within the sample’s own content

75Bu, Yuyan, et al. "Enhancing Fake News Video Detection via LLM-Driven Creative Process Simulation." CIKM 2025.

Enhance misinfo video detection via data augmentation: Simulating typical creative processes

"By integrating active learning to select 
potentially useful augmented samples, 
#the framework consistently boosts short-
video fake news detection performance.



Seek clues within the sample’s own content

76Zeng, Zhi, et al. IMOL: Incomplete-Modality-Tolerant Learning for Multi-Domain Fake News Video Detection.   ACL 2025

More robust detection： Consider incomplete modality conditions

$Jointly modeling cross-modal reconstruction and cross-sample 
reasoning àrobust and generalizable fake news video detection.



Seek clues within the sample’s own content

77
Zeng, Zhi, et al. Mitigating World Biases: A Multimodal Multi-View DebiasingFramework for Fake News Video Detection.   ACM MM 2025
Liu, Moyang, et al. "MisD-MoE: A Multimodal Misinformation Detection Framework with Adaptive Feature Selection." NeurIPS Workshop 2024.

More robust detection: Mitigate modality bias  & Adaptively select reliable feature 

$Adaptively trusts the most reliable modalities  and 
selecting the according modality experts

$Debiases static, dynamic, and social views 
through causal and counterfactual reasoning



Seek clues from external information

78Qi, Peng, et al. "Two heads are better than one: Improving fake news video detection by correlating with neighbors." ACL Findings 2023.

Integrate the neighborhood relationship of new videos belonging to the same event

!News videos from 
different perspectives 
regarding the same event 
contain complementary or 
contradictory information

Utilize debunking videos 
to rectify false negative 
predictions



Seek clues from external information

79Mingxin, Li, et al. Learning Complex Heterogeneous Multimodal Fake News via Social Latent Network Inference.   AAAI 2025

Model latent social and cascade relationships for fake news detection

Fig 1. News dissemination relationship is 
unsure in TikTok, Instagram, and YouTube

Fig 2. Illustrate of event-based cascade influence. "Infer latent social cascades via event-based temporal 
modeling and heterogeneous graph construction



Seek clues from external information

80Gong, Haisong, et al. "Mining the Social Fabric: Unveiling Communities for Fake News Detection in Short Videos." arXiv 2025

Integrates dual-community patterns: Uploaders’ and Event-driven communities

!Uploader communities: uploaders with shared 
interests or similar content creation patterns group together

!Event-driven communities: videos related to the same or 
semantically similar public events form localized clusters.



Seek clues from external information

81Cao, Donglin, et al. "Short video rumor detection based on causal graph." Information Sciences 703 (2025): 121941.

Introduce external knowledge through causal relationship graphs

!Construct causal relationships between entities and integrates the causal 
subgraphs for the interpretation of knowledge distortion



Seek clues from external information

82
Hong, Rongpei, et al. Following Clues, Approaching the Truth: Explainable Micro-Video Rumor Detection via Chain-of-Thought Reasoning.   WWW 2025
Niu, Kaipeng, et al. "Pioneering Explainable Video Fact-Checking with a New Dataset and Multi-role Multimodal Model Approach." AAAI 2025.

Introduce external knowledge through Large Language Model

$Design multi-stage pipelines where LLMs 
refine content, retrieve domain knowledge, and 
reason to generate verifiable explanations.

$Build multi-role LLM frameworks that 
decompose fact-checking into retrieval, 
verification, and reasoning stages.

!LLMs serve as flexible knowledge bridges, transforming external information into structured 
reasoning evidence for multimodal verification.



Seek clues from external information

83Zhang, Fanrui, et al. "Fact-R1: Towards Explainable Video Misinformation Detection with Deep Reasoning."   NeurIPS 2025

Train domain-aligned LLMs for factual reasoning and verifiable judgment

From pipeline usage to intrinsic training, LLMs evolve from external assistants to internalized 
reasoners for video misinformation detection.



Seek clues from external information

84Yan, Kaiying, et al. "Debunk and Infer: Multimodal Fake News Detection via Diffusion-Generated Evidence and LLM Reasoning." arXiv 2025

Generate and reason with debunking evidence via multi-agent LLM and diffusion collaboration

! LLMs act as reasoning agents to generate debunking evidence and verify 
multimodal claims through diffusion-based inference.
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Intent-based detection

86Qi, Peng, et al. "Fakesv: A multimodal benchmark with rich social context for fake news detection on short video platforms." AAAI 2023.

Misinformation reflects underlying user intents, which can be distinguished through social 
behaviors and engagement patterns.

" Statistical and social engagement features reveal discriminative behavioral patterns.



Intent-based detection

87
Qi, Peng, et al. "Fakesv: A multimodal benchmark with rich social context for fake news detection on short video platforms." AAAI 2023.
Choi, Hyewon, and Youngjoong Ko. "Using topic modeling and adversarial neural networks for fake news video detection." CIKM 2021.

Model social context features to capture intent-related cues from users and comments.

"Incorporates user attributes and multimodal 
comment features via cross-modal 
transformers.

"Models stance and topic context between 
comments and video text.



Intent-based detection

88Yin, Ming, et al. Enhancing video rumor detection through multimodal deep feature fusion with time-sync comments.   IPM 2025

Incorporate time-synchronized comments to capture dynamic social context
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Clue integration for misinformation video detection

90Bu, Yuyan, et al. "Combating online misinformation videos: Characterization, detection, and future directions." ACM MM 2023.

Two major paradigms for combining multiple features from different modalities

Ø Parallel integration: all clues from 
different modalities contribute to the final 
decision-making process

Ø Sequential integration: clues from different modalities 
are combined in a step-wise manner with each modality 
contributing incrementally to the final decision.



Concatenation-Based

91Li, Xiaojun, et al. "A CNN-based misleading video detection model." Scientific Reports 2022.

Feature fusion technique: Direct concatenation of multi-modal representations.

! Concatenation preserves all available clues but treats 
them equally — efficient yet insensitive to cross-modal 
dependency.



Attention-Based

92Shang, Lanyu, et al. "A multimodal misinformation detector for covid-19 short videos on tiktok." IEEE Big Data, 2021.
Qi, Peng, et al. "Fakesv: A multimodal benchmark with rich social context for fake news detection on short video platforms." AAAI 2023.

Feature fusion technique: Focus on informative clues via attention.

! Attention-based fusion highlights informative 
modalities and captures inter-modal interactions 
dynamically.



Multitask-Based

93Wu, Kaixuan, et al. "Interpretable short video rumor detection based on modality tampering." LREC-COLING 2024

Fusion through auxiliary tasks to enhance generalization and consistency.

! Multitask fusion aligns 
representations across modalities 
by leveraging auxiliary 
supervision — improving 
robustness under distribution shifts.



Pipeline-Based

94
Ganti, Dhanvi. "A novel method for detecting misinformation in videos, utilizing reverse image search, semantic analysis, and sentiment 
comparison of metadata.“ 2022

Sequential integration: Step-wise reasoning over heterogeneous clues.

!Pipeline-style sequential integration mimics 
human reasoning — verifying clues in stages. 
(Enhance interpretability and efficiency under 
missing or redundant modalities, but may 
accumulate early-stage errors).


